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Abstract. As to predict real world outcomes Twitter has been analyzed recently, and this is also 

true for analyzing users comments. In this work, we extract information about users comment 

from Twitter in Hindi-English mix language. This paper investigates the users comment, using 

sentiment analysis to assess to what extent Hindi-English mixed data is used by persons. This 

paper shows the results for a monitoring tool that allow to study the users comments. 
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1. Introduction 

 
Sentiment Analysis (commonly known as Opinion Mining) refers to the problem of identifying 

the dominant sentiment in a given piece of text. The sentiment modelled [1] are broadly 

classified as positive, negative, and neutral. With the expansion of social media data such as 

blogs, news articles and comments on them, YouTube comments, Amazon product reviews and 

Yelp reviews, online forum discussions, tweets, Facebook posts, and emails, a huge requirement 

to process this information and its sentimental evaluation become a big challenge. That may be 

converted into an opportunity if sentiment present in these pieces of text could be identified and 

analyse the minds of the people. The sentiments are human thoughts, opinions, or ideas which 

are based on the certain situation, event or past experiences. The sentiments are developed as the 

temporal effect or may extend with the time span [2]. The sentiments are inherent entities that 

depend upon certain dependent or independent thought process and share within the society or 

community. 

The Sentimental Analysis is a contextual mining process to identifying opinions in text using 

computational approaches and categorizing them, in order to determine impact on future 
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requirements. This may include particular intellectual property or topics, product etc. The mode 

of analysis are online and/or offline, where reactions forms are collect as textual inputs from the 

intended individual and monitor the impact as output.  

Public Opinions and preferences expressed in social networks are prime pre-requisites for 

sentiment analysis and data mining. This help to identify problem or customer satisfaction for 

particular services or products [3]. For example, estimating stock market prices to even predict 

the results of the elections before it takes place.  

In [4] several lexical methods are elaborated and processing emotions in order to teach 

computers to extract knowledge about how human emotions changes in case of context. 

Language affects decisions and chat bots may get polarized with the influence. Text belongs to 

different languages such as English (EN) and Hindi (HI), mixed languages such as EN written in 

HI or HI written in EN, and some new mixed local words affect context significantly. Therefore, 

written utterances confirm for considering of emotions in compound sentences and processing to 

improve the accuracy. 

Therefore, it is found that very few research work had done in the area of finding sentiment of 

language in Hindi-English (Hi-En) mix text. A lot of work still can be done like finding 

accuracy, recall, precision of this text and correctly analyzing the users sentiment in Hindi-

English mixed text on social media. Further methodology will conclude the procedure and 

necessity of research work proposed. 

 

2. Methodology 

The overall methodology of our proposal is depicted to extract twitter data. This data or 

comments of users mainly concern with Hindi-English mixed comments. As introduced the first 

step is the extraction of tweets; to fulfill this purpose various tools are available. This paper uses 

the R tool for extraction of user’s comments. For the purpose download latest version of R 

studio, an open access tool easily available. Then download the R script for writing the various 

scripts. Further for extract comments one have to create a twitter application as well by creating 

a twitter account on twitter developer’s website. Credentials which are required by R studio from 

this developer’s website are: Consumer Key, Consumer Secret, Access Secret Key, and Access 

Token apart from that access URL is also required. Two important library required for 

authentication purpose are twitteR and ROAuth. After assigning all these variables a certificate is 
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required to be downloaded i.e. “cacert.pem”. Also assign the essential URL given in the 

application on developer’s website for the purpose of handshaking. For authorizing the 

application run overall steps. After authorizing application a pin is generated, this is required to 

complete the authentication process. Now any number of tweets of any related word can be 

searched or extracted .Higher the number of tweets higher time is required to extract the tweets. 

Second step is to filter the user’s comments restricted only for Hindi-English mixed text. Also 

emoticons can be identified and removed from the tweets. For filtering first convert the number 

of tweets in list or data frame format. Then statement having emoticons can easily be identified 

and removed. In this filtering process, there is another stage of filtering where positive and 

negative words can also be identified. In this paper only Hindi-English mixed text is identified. 

These positive and negative words are user defined. That means one can make its own list of 

positive and negative words. Using function in the R studio given, list of positive and negative 

words can be created and modified as well. 

In this paper, filtering process consists of removing the punctuation and then converting tweets 

into lowercase, removing decimal by using various function available in R studio. First convert 

all tweets into data frames apply functions to filter and then apply function to merge all the data-

frame. Use score function which cleans the tweet and merged data-frames. The library used for 

cleaning and merging data is reshape. Applying filtering and reshaping procedure generate score 

for both positive words and negative words. After filtering lexical analysis would be performed 

to combine and calculate the score of positive and negative words. 

 

3. Lexical Analysis: 

To perform lexical analysis three parameters are required: First is sentences or tweets available, 

second and third are list of positive and negative words. Before performing it various filtering 

should perform like removing blank spaces, removing punctuations, control statements and new 

lines by using various filtering functions. After that convert sentences to lowercase and split the 

data, for that stringr function is required. After that convert list to a character vector. These 

vectors took one word at a time and compare it with positive word and negative words. After 

matches use sum function to add all positive words similarly add it for negative words. The 

spitted data  returns a list which could be unlisted by unlist function. Then each word is 

compared by match function. To check  it compare each word with the list of positive words and 
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similarly compare each words with negative word. If it return true it would be added to the list of 

positive  words or if it returns true for negative list of words it would be added to list of negative 

words. Then calculate overall score of positive words and negative words separately. Now from 

the data take each line paragraph calculate number of positive word score and negative word 

score and merge these overall data and convert it into a single merged data frame. Finally return 

these merged data frame. Now clean the tweets and returned the merged database, as cleaning 

the tweets is already explained. Create the copy of result data frame by using reshape library. To 

combine all the score generated melt function is used, which could be executed by storing each 

tweet in a separate variable. Use different tables to contain results of different data frames. Then 

merge results of each table to get single score as given in fig.1 below. To analyze the result 

perform information analysis to compare resultant.  

 

                                    

                                                           Fig.1 

 

4. Information Analysis: 

In previous section lexical analysis is performed where score of positive sentiment and score of 

negative sentiment is calculated. Now here one more field is required to add to depict the 

information. This field is required to calculate the percentage of positive and negative score. For 

that each score is to be divided by overall score. For example positive score is divided by overall 

score to get positive percentage similarly to get negative percentage negative score is to be 

divided by overall score. Now one problem is raised here when the case is zero which in turn 

return result as NaN which denotes not applicable result. To remove this problem one have to 
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replace each NaN field with zero itself for both positive and negative score. The analysis could 

be done on the basis of generating histogram. The function used is hist in which rainbow can be 

used as color field which provides a nice colorful view of histogram given in figure below Fig.2. 

To analyze differently pie chart can be generated. The library used to generate pie chart is 

plotrix. The advanced version of pie chart can be generated using three dimensional view. In this 

process of extracting features hash tag can also be identified and can determine the frequency of  

any particular hash tag on the basis of number of times it is used. As increasing number of using 

hash tags in tweets increase its requirement. These frequencies can be ordered increasingly or 

decreasingly. Now these frequencies can be plotted using histogram plot. The library used is 

ggplot. These ways can be used to determine and visualize easily various dominating factors of 

positivity and negativity. The various trending tweets all over the world and famous celebrity 

hash tags as well.        

 

 
                                                       Fig.2 

 
5. Result: 

This section shows how procedure is applied, discussed in previous section, to get the desired 

result. The R platform is made use of the various Twitter libraries and Twitter Stream APIs to 

extracts the stream of tweets in particular region and analyzed the number of tweets containing 

Hindi English Text used as a mode of communication. 
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Twitter Data and Sentiment Analysis is used to analyze Hindi English Text. The total number of 

tweets collected was about 300 generated by about 100 unique users. Tweets have then been 

processed with the R Studio based platform to perform all text-processing operations described 

in the previous section. The number of Hash tags used is also analyzed using Twitter library 

available for it. Then on the basis of text collected the positive  and negative sentiments are 

identified. Filtering of data is performed by removing various annotations. In fig.3 Histogram 

shows the frequency of negative and fig.4 shows positive sentiments expressed by the user using 

various text in twitter.  

 

 
Fig.3 

 
Fig.4 

 

 
6. Conclusion: 

The result introduced an approach to Tweeter data processing aiming at extracting sentiment of 

users frequently using Hindi English mix text to express their sentiments. This is achieved by 

also exploring  the various inbuilt Twitter libraries and sentiment analysis technique used. The 
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final goal is to get data for studying the polarity of the sentiments in the area being considered, 

and first results are encouraging. The  considering of other future questions as: 

– the comparison with other existing proposal/tools, e.g.  

– the contribution that following and followers can provide to improve     the accuracy and the 

meaning of collected data 

– how profiling users (according to age, gender, residence area, device type...)leads to better 

(targeted) analysis. 

– how to explore other sentiment analysis methods, for instance combining lexical- and machine 

learning- based methods, in order to improve the effectiveness of the proposed approach Using 

Twitter Data and Sentiment Analysis to Study Usage of Hindi English Text 

– to gather a larger number of tweets even in different geographical areas, to validate our 

proposal. 
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